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Abstract

The inception of Social Media has led human beings
to pen their day to day thoughts and activities on
the internet. This large chunk of readily available
data is rife with latent patterns which mathematical
methods can take advantage of to predict personality
traits of individuals. In this paper, we review data
mining methods and their suitability for different user
attributes. This paper will conclude by discussing so-
ciological concerns with respect to predicting human
personality traits computationally.

1 Introduction

Social Media in an important part of our daily lives
in today’s digital world. A concept to connect friends
and families around the globe has evolved to become
an integral part of our daily lives. Today, we rely on
Social Media for a range of activities starting from
generating and maintaining professional relationships
to basic commodities of life such as News. Penning
down our thoughts and daily activities on Social Me-
dia leads us to provide a lot of information about
ourselves which can be used to infer personality char-
acteristics we do not provide willingly.

The scientific domain of study which uses certain
aspects of our representation on Social Media to pre-
dict personality traits which are otherwise not ex-
plicitly stated is known as data mining. Data min-
ing is an interdisciplinary field between Mathematics
and Computer Science. Mathematical Methods de-
veloped in this domain helps us to deduce missing
parameters based on models of large datasets. Ap-

plication of Data Mining Methods(DMT) on Social
Networks will help us to model large datasets of user
profiles. This in turn will be used to obtain person-
ality characteristic of users which are not provided
voluntarily.

Data Mining Methods(DMT) have a vast range of
applications. The most popular applications are in
the domain of targeted advertisements and govern-
ment surveillance. However, the list of applications
does not end there. In recent years, DMT has been
used in conjunction with Social Media to track out-
breaks of diseases such as Influenza [18]. Natural dis-
asters have been tracked in the same fashion as well
[47]. The usage of Social Media applications in po-
litical campaigns and brand building has been much
spoken about of late.

This paper attempts to analyse three data mining
methods in the context of predicting personality at-
tributes on Social Media, namely, a) Bayesian Meth-
ods, b) Support Vector Machines and c) Label Reg-
ularisation. We argue that these methods are best
suited to predict personality traits such as Gender,
Ethinicity, Location of a User and Political Affilia-
tion. We make observations in terms of limitations
of these methods and identify techniques which can
yield better results using these methods.

We first look at the evolution of Social Networks in
Section 2. This section will highlight the ever chang-
ing landscape of Social Media. We will discuss how
the evolution of Social Media platforms is linked with
the evolution of Mobile Computing Technology. In
Section 3, we establish the need to predict personality
traits of individuals. We then discuss how computa-
tional predictions are more efficient and cost effective
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than using human labour. In Section 4, we discuss
how data mining and personality traits are related to
each other. In Section 5 we describe the obstacles we
face in the process of Data Mining.

The use of mathematical methods to infer person-
ality traits has long existed in the history of human
race. In fact, this is very similar to methods employed
by detectives and police officials to solve crimes. In
Section 6, we take a look at how data mining methods
were applied to content before the advent of Social
Media. In Section 7.3, we discuss the three Mining
Methods which are popularly used to deduce person-
ality traits on Social Media.

Mining social media and the use of personal de-
tails of users has often raised sociological concerns.
Data analysis has been critiqued to ignore multiple
communities and ethical questions have been raised
in the usage of data. In Section 8, we discuss socio-
logical aspects of data mining and how we can ensure
ethical standards. This paper concludes in Section 9,
by discussing future directions of work in the domain
of data mining social networks.

2 Evolution of Social Media

The year 1997, saw the advent of Web Logs. Perhaps,
this was the first form of social media that we know
of today. Web Logs commonly known as Blogs, pro-
vided users a platform to express themselves without
much regulation, free of cost. Similarly, users could
read Blogs written by other users. This led to an open
environment where human beings could communicate
with each other irrespective of time or location with
the aid of just an internet connection. Blogs are a rel-
evant form of social media till date. It has evolved a
great extent from its initial format. Today, Blogs are
a source of information in the domain of tourism [42]
and food recipes [43] to name a few. One can argue
about the authenticity of the information generated
in these independantly run blogs. However, the fact
that users interact with these blogs by using features
such as comments and social shares is a reality.

The advent of blogs were followed with platforms
such as MySpace and Orkut where users could now
interact with one other directly and not just via con-

tent generated by one another. This was a step for-
ward in connecting human beings across the globe.
On Orkut, users could write short messages known
as “Scraps” to each other. This led to the formation
of networks of users interacting with each other. Such
networks which existed digitally came to be known as
Social Networks.

Frigyes Karinthy in [24] states that two entities in
the physical world are connected with each other by a
maximum degree of six. In other words, any Person X
in the physical world can be connected with any other
Person Y with a maximum of six people connecting
them. This theory is more commonly known as “The
Six Degrees of Separation”. In 2004, Facebook was
founded and shortly after in 2006, Twitter came to
existence. These are the two major social media plat-
forms in today’s day and age. The tagline of Face-
book as mentioned on their login page is, “Facebook
helps you connect and share with the people in your
life”. In 2016, Facebook revealed that the degree of
separation between any two users on their network
has shurnk to only 3.5 [7]. This prooves that Face-
book does bring users on its network closer to each
other.

It has been much argued that the social media plat-
forms we think of as products and use extensively as
a part of our daily lives are actually not the product.
In [40], Rushkoff argues that the product of social
media platforms are actually the users themselves.
Social media platforms provide a range of features
and a skeleton whose flesh is the content generated
by users. The valuation of corporations such as Face-
book and Twitter is due to the vast range of data
they own generated by the users on their platform.
The content we generate in forms of textual messages
as well as multimedia content provide a rich source
of information that can easily deduce multiple per-
sonality traits of users. In addition, features such as
Geo Tagging, Hastags and other forms of multimedia
make this task easier.

The first known form of social media was only avail-
ble to a priviledged section of the society. This was so
because internet connection was not an easily availble
commodity and also computers were fairly expensive.
Social media sites such as Orkut and MySpace could
be acessed only through web browsers. Today, one
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does not even need a computer to access social media
platforms. A low range smart phone with an inter-
net connection can provide access to these platforms.
In addition, the advent of mobile applications have
made it easier for us to keep our social media pres-
ence in tips of our fingers. This was only possible due
the proliferation of mobile computing in recent times.
The growth of Facebook as a social media platform
can be observed in Figure 1. The number of users on
various social media platforms as of June 2017 can
be observed in Figure 2.

Figure 1: Growth of Facebook Users over the years.
[14]

Figure 2: Number of Users of Various Social Media
Platforms as of June 2017. [14]

This vast amount of data penned by millions of
users from the inception of Blogs in 1997 till date
contains clues and logical expressions that data min-
ing methods make use of to predict personality traits
from social networks. However, one many argue that

Figure 3: Decline in the number of users making in-
formation publicly available. [1]

if such an amount of data is present on the internet
which can be easily acessed, what is the need of em-
plyoing complex mathematical methods? The reason
to do so is two fold. First, not all data is made pub-
licly availble by users on these paltforms. Hence, we
may not have acess to valuable data such as gender
and age which are very important in terms of targeted
marketing. Figure 3 shows that users have stopped
revelaing information about themselves publicly over
the years on social media. In addition, personal opin-
ions such as political affiliations is not present as data
on social media platforms but derived from content
generated by users. Second, even if the data was
readily availble, it maybe erroneous in nature. Hu-
man beings would have trustred erroneous data which
algorithms can bypass. Algorithms also work at a
much greater speed than human beings.
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3 Computational Prediction of
Personality Traits

The need to predict personalities traits of human be-
ings has been essential for years. A quintessential
example would be the process of hiring a new em-
ployee for an organisation. Employers would want to
know personality characteristics of a new hire to en-
sure that the candidate fits the role. In the absence of
scientific methods, orgsanitions would employ third
parties to learn more about a new employee. Over
the years, this process has evolved. Aptitude and
physcometric tests often reveal a lot of personality
traits about the examinee. Such tests are designed
in such a way that they judge an individuals ability
to fit the role on a number of factors. Our approach
in the field of data mining personality traits in social
media is quite similar. We look for features in con-
tent generated by users and try to classify the user
according to certain criterion.

Another example is in the field of targeted mar-
keting. A local business X may want to promote
their products to individuals of a particular gender,
ethinicity and age. In addition, the business would
only want to promote their product in a certain ra-
dius of their location. In such a scenario, social media
can lend us a set of users. The content generated from
this set of users can be used to predict personality
traits of these users. Once we infer the personality
traits, we can show the advertisment to only those
users who meet the constraints. In the absence of so-
cial media, the availbility of this set would not have
been possible. Even in a scenario when we get this
set of data, in the absence of computational methods,
predicting these personality traits would be time con-
suming and the cost to do so would be so huge that
business X would be able to afford it.

In [48], the authors compared personality judge-
ments made by data mining algorithms with human
efforts. The authors find that algorithms to predict
personality traits of users are extremely fast. In addi-
tion, they note that the accuracy to judge personality
traits of users is much higher in the case of computa-
tional methods. In fact, the authors make an obser-
vation that human beings sometimes make incorrect

decision about their own personalities. Two reasons
are provided by the authors for the lack of accuracy
in human prediction of personality traits. First, hu-
man beings do not have a vast amount of memory
to store information that is required to make predic-
tions. Second, human beings are often biased which
hinders them from making rational judgements.

Data mining methods can also be applied to infer
political sentiments from social media. Traditional
methods applied to infer political sentiments were in
the form of surverys. In [33], the authors use pub-
licly availble data on Twitter to detect political senti-
ments. Analysis of such sentiments is a very difficult
task in the absense of computational methods. In
addition, the results may not be accurate as surverys
maybe biased or even rigged.

4 Data Mining and Personality
Traits

In this Section, we will first discuss a generalised ap-
proach to data mining. The various types of data
mining techniques and its corresponding approaches
will be presented in detail. We will then discuss how
personality traits of users can be deduced using data
mining methods by taking advantage of distinguish-
ing patterns in user generated content. All definitions
and terminolgies in this Section are based on [46] and
[19].

A. Data Mining

Data mining methods can be broadly classified into
three categories. In this paper, we will mostly con-
centrate on supervised and semi-supervised methods
of data mining.

1. Supervised Approach : In this method, an
intial set of data is used to train the classifer.
All data points or exemplars in this set is an-
notated with a label to define its state in the
entire corpus. For example, if a set of data with
X number of users is used to train a classifier
to predict gender, every data point in this set
should be labelled as Male or Female.
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2. Semi-Supervised Approach : In this ap-
proach, a certain ratio of data points are labelled
while the rest of not labelled. Using the already
labelled data, algorithms try to learn the labels
of the rest of the data points.

3. Unsupervised Approach : In this approach,
no data points are labelled. It completely de-
pends on the algorithm to learn the labels and
make classifications. The approach to do so is to
form groups or clusters which are able to make
clear distinctions.

The first stage of data mining in a supervised or
semi supervised method to make any form of predic-
tions or classifications is known as Training. In this
step, our first goal is to collect a fairly large corpus
of data. This corpus should be well represented to
ensure the training mechanism includes all possible
combinations. For example, we are trying to predict
if users are single or in a relationship, this corpus
should have equal amounts of users representing both
categories. The next stage is to extract distinguish-
ing features from this set of data. For example, users
in a relationship would have different interests than
users who are single. These features are fed as in-
put to our data mining methods. Such methods are
responsible to learn these distinguishing features.

Once our classifier has been trained, it can be sub-
jected to new data. Upon extraction of features, the
classifier should now be able to make accurate pre-
dictions. A generic description of this mechanism is
provided in Figure 4.

B. Data Mining Personality Traits

In 1993, Lewis Goldberg formulated the Five
Factor Model [23]. This model highlights the various
factors that contribute to a human beings personality
traits. The factors in this model are described as
follows :

1. Openness : The extent to which an individual
is seeking out for new forms of experiences.

Figure 4: Generic Block Diagram of Supervised or
Semi-Supervised Data Mining Approach.

2. Conscientiousness : The degree of discipline
in one’s life.

3. Extraversion : The extent to which an individ-
ual can acclimatise in external enviornments in
the presence of other individuals.

4. Agreeableness : Co-operative nature of an in-
dividual.

5. Neuroticism : The degree to which an individ-
ual is susceptible to negative feelings.

In the purview of Social Media, we can extract
socio-linguistic features from user generated content
and match it against patterns which act as bench-
marks of personality traits as described in the Five
Factor Model. This in turn, would help us to predict
personality traits succsefully with the help of data
mining methods. It also enables us to predict traits
in large scales as described in [27]. To this extent,
a Facebook application known as myPersonality was
setup in 2007. The application would predict a users
personality traits and collect the users personal data.
This large chunck of data that was collected was used
to improve predictions of such algorithms [45]. This
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shows that algorithms can in fact extract personal-
ity features which are otherwise not very evident and
make conclusions based on them. The Psychome-
rtrics Center at University of Cambridge has setup
an application which allows users to connect their
Facebook and Twitter profiles and receive detailed
personality reports about themselves. 1

5 Challenges in Mining Social
Networks

There are multiple challenges in the domain of data
mining social networks. In this paper, we will talk
about three major challenges. First is the challenge
of acess control. In order to formulate our training
set, we would need to acess social media platforms
to gather data. Various platforms put a set of limi-
tations to acess their databases. The most common
way to acess data is with the help of an Application
Programming Interfaces(APIs). The most common
APIs to acess Facebook and Twitter are OpenGraph2

and Tweepy3. However, both of these APIs are rate
limited. This means that applications would need to
authenticate themselves everytime to acess data. In
addition to this, after a certain number of requests in
a time frame, applications will not be provided any
data. This hinders developers to formulate a broad
corpus in a feasible amount of time.

The enviornment of Twitter is much more open
than that of Facebook. This is an observation that
researchers use to their benefit to scrape data from
Twitter. Even though APIs are rate limited, re-
searchers take advantge of Twitter Advanced Search4

and headless browsers like Selenium5 to scrape large
amounts of data in a feasible amount of time. Face-
book on the other hand, requires various forms of
authentication to acess any form of search queries.
This is a major reason why most research efforts
have Twitter data as their main corpus. Platforms
like WhatsApp and Tinder contain rich information

1https://applymagicsauce.com/demo.html
2https://developers.facebook.com/docs/graph-api
3https://developer.twitter.com/
4https://twitter.com/search-advanced?lang=en-gb
5https://www.seleniumhq.org/

which has potential to yield better prediction results
if research communities have acess to the data on
these platforms.

The second issue that we observe is noise. Noise
can be in the form of incorrect data provided by users
as an error. It can also be erroneous data provided
on purpose or even spam. If our learning model is
trained on noisy datasets, then our prediction would
be erroneous as well. Efforts should be made to pre-
process datasets to get rid of noise. Noisy datasets
also include deceptive content.

Third, is the issue of bias. We must note that our
data mining models are probablistic in nature. If our
training corpus is biased to favor a certain section of
users, our predictions would be biased as well. Care
must be taken to ensure there is no bias in the dataset
by eliminating and balancing datapoints.

While, these are some major challenges in the field
of data mining, the list is not limited to this. Due
to the dynamic and versatile nature of this field, pre-
diction of each personality trait has its own set of
challenges.

6 Short History of Predicting
Personality Traits

Human beings have always been keen on predicting
personality traits of individuals based on a set of ob-
servations. Sherlock Holmes in the works of Arthur
Conan Doyle’s novels is famously known for the sci-
ence of deduction. Holmes used to observe, theo-
rise and make predictions based on these observations
[25]. This rule of three is similar to our approach in
data mining social networks. The most distinctive
difference is in these two approaches is the fact that
Holmes or any other individual is already equipped
with a prior knowledge which they can tap into. Data
mining methods need to learn from a set of data to
accurately make predictions.

Mathematical methods to make personality trait
predictions have also been used in the past. In [5], au-
thors try to predict personality characteristics such as
gender, age and native language from textual content
of unknown authors using machine learning. This is
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defined as the authorship profiling problem where we
try to infer the identity of an individual based on a
piece of text written by them. Such methods are used
extensively in the field of foreincis to reveal latent in-
formation.

Telephone conversations is another domain where
latent information can be detected. In [22], authors
use features such as phonetics, accents and meta data
from telephone numbers to predict age, gender, na-
tive language and even location of the call. In [8],
the authors make use of Gaussian Mixture Mod-
els(GMM) and Support Vector Machines(SVM) to
determine age of children in primary school based
on a reading test.

Social Media, provides us with advantages such
as network structures, connectivity between users,
timestamps and even geo located data to make the
task of predicting user personalities easier. Even
though we have so many advantages, it is sometimes
diffcult to acess all these features. In these circum-
stances, we just have textual content generated by
users to make predictions. This makes our problem
definition very similar to the likes of the authorship
profiling problem only in a digital context.

7 Mining Methods to Predict
Personality Traits

In this Section we discuss data mining methods that
are used to predict personality traits on social me-
dia. In section 7.1 we will discuss Bayesian Methods
and how this method can be used to infer gender and
ethinicity of users. In section 7.2 we will discuss Sup-
port Vector Machines and predict gender, location
and political affilaition of users. We will conclude
this Section in section 7.3 where we will discuss Label
Regularisation and how this method can be applied
to determine political affiliation of users.

7.1 Bayesian Methods

The Naive Bayesian Method evolves from the Baye’s
Theorem. Baye’s Theorem can be stated as

P (X|Y ) =
P (Y |X)P (X)

P (Y )
(1)

X and Y can be defined as two events. The proba-
bility of event X occurring, given event Y, is defined
by equation 1.

In simpler terms,

PosteriorProbability =
Likelihood ∗ Prior

Evidence
(2)

It must be noted that all equations, terminologies and
definitions in this section are based on [19].

In equation 1, we can observe that the Baye’s The-
orem is dependant on two factors. First, the prior
probablity P (X) and second, the conditional prob-
ablity P (Y |X). This hints that we need to have
great prior knowledge about the personality traits
that we are trying to predict. Since this is a su-
pervised method, all data points in the dataset must
have a class label attached to it. We will use the
Bayesian method to predict gender and ethinicity of
users.

A. Gender

Prediction of gender has always been defined as
a “binary classification problem”. The Bayesian
method tries to learn feature characteristics and form
a singluar decision boundary to solve this two class
classification problem. In order to algorithmically
compute the decision boundary, we will first need to
identify the features which can clearly disntinguish
content between male and female authors.

The blog ecosystem has been studied in detail in
terms of the gender classification problem. In [41],
the authors note that there are broadly two features
that distinguish between male and female genere-
tated content. First, the style in which text is written
by male and female users seem to differ. The authors
noted that men tend to be more informative while
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women tend to be more articulate about themselves
in terms of writing style. These features which relate
to the style of writing are termed as Stylistic Fea-
tures. Second, the authors noted that topical con-
tent between male and female users are distinguish-
able. The authors state that men are more likely to
be authors of textual content related to topics such
as “linux, microsoft and gaming”. Women on the
other hand are likely to be authors of topics such as
“shopping, mom, cried and pink”.

These observations were further improved in [32].
The authors made note of two additional features, F-
Measure and Factor Analysis and Word Classes. Us-
ing these four features, the authors proposed an algo-
rithm known as Ensemble Feature Selection (EFS).
The goal of the EFS algorithm was to selected the
best feature vectors out of these four which would
distinguish the two classes clearly. Once the feature
vectors were picked by EFS, Bayesian methods could
accurately predict gender with an accuracy of 70%.

Upto now, we have only discussed prediction of
gender using the Bayesian method in the blog ecosys-
tem. The distinguishing features that we have discov-
ered in the blog ecosystem can be extended to modern
day social networks as well.

In [36], the authors propose a hierarchial Bayesian
model to predict gender in a semi-supervised fash-
ion. The authors used comments on Facebook and
the names of the users who made these comments.
The authors annotated the names of users with gen-
ders by crawling public census data. The authors
used the same linguistic observations made in the
blog ecosystem to extract features in the form of n-
grams from the comments. This provided the authors
with two models, a) Bayesian model using names and
b) Bayesian model using textual content(comments)
generated by users. Using a combination of these two
models, a high accuracy of 79.8% was achieved.

One of the crucial disadvantages in the Bayesian
method is the problem of missing prior information.
In a scenario where the model has no prior informa-
tion, data points tend to be misclassified leading to
low accuracies. The usage of only textual features
can lead to low accuracies. The hierarchial Bayesian
model provided in [36] can overcome this disadvan-
tage. Even if there is missing information in terms of

n-grams or names from census data, the other feature
can provide a strong backup and yield high accura-
cies.

In [9], the authors predict gender in the Twitter
ecosystem. The features they take into account are
Screen Name, Full Name, Biographic Description and
the content of the Tweet. n-grams are extracted for
all the features and an accuracy of 67% is achieved.
Even though a substanially large dataset was used in
this study, missing priors can be crucial in Bayesian
methods to report high accuracies. The hierarchial
Bayesian method proposed in [36] not only provides
a high accuracy but also uses a substantially small
dataset. However, one of the major drawbacks of
using census data is that acess is not always easily
obtained.

Bayesian methods is not the most accurate of
methods to predict gender for users. Various other
methods such as Support Vector Machines (SVM),
Balanced Winnow2, k-Nearest Neighbours(kNN)
provide higher accuracies. However, such methods
are not as straightforward to implement such as the
Bayesian method and come with its own set of con-
straints. In SVMs, data needs to be linearly separa-
ble. In kNN, the value of k is very crucial and can
have huge impacts on accuracy. In [35], the authors
show that Bayesian methods outperform SVM and
kNN as data could not be linearly separated and an
optimal value of k could not be determined. Bayesian
methods provided an accuracy of 63%, outperforming
SVM at 61% and kNN at 60%.

B. Ethinicity

Unlike gender, prediction of ethinicity is very ac-
curate using Bayesian mehods. In [10], the authors
state that a generalised data set which covers the
entrire spectrum of ethinicities as that in the physi-
cal world is not feasible to obtain. This hinders dis-
criminative probabilistic methods from making accu-
rate predictions. Generative probabilistic, like the
Bayesian method, computes a conditional probablity
before making the final prediction. This step provides
with the chance to annotate the data set with exter-
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nal data sources such as census data or data from
gazettes to yield higher accuracies.

thinicity is a very important attribute as we can
derive a lot of other attributes from the ethinicity of
a person such as gender, location and even political
affiliation. In addition, the analysis of ethinicities in
various sectors provides us with a picture of inclusiv-
ity.

In [36], the authors use the same hierarchial
Bayesian model along with census data to predict
ethnicities solely based on Nigerian names and com-
ments on Facebook. n-gram features were used over
names and comments. Using a very small dataset, a
very high accuracy of 81.1% was obtained for predict-
ing ethinicities. The authors also proove the merit
of the hierarchial bayesian model by showing that
models with only names or only comments had much
lower accuracies.

A similar approach of using census data is used
in [10]. The authors take advantage of census data
recorded in the United States of America (USA).
There are some very interesting observations made
in this paper. First, relationship between individuals
are formed in an associative manner. The authors
state that Person X with ethinicity Y is highly likely
to be in a relationship with another person of the
same ethinicity. Second, religious sentiments and po-
litical affiliations tend to be similar in ethinic com-
munities. These observations can be used to predict
other personality traits.

The prediction of ethinicity is a fairly simple using
the Bayesian method along with census data. One of
the major merits of this method is that it is weakly
supervised. However, there are drawbacks as well.
First, census data is not easily available. Second,
census data maybe noisy or even outdated.

In Section 7.1, we have seen how effective the
Bayesian method is to predict gender and ethinicity
of users on social media. Feature extraction as well
as setting up the model is a straightforward process.
The method is succeptible to errors in the scenario of
missing prior knowledge. However, when the data set
is annoted with external sources of information, the
Bayesian method yields high prediction accuracies.

7.2 Support Vector Machines

Support Vector Machines(SVMs) is a supervised data
mining approach. SVMs try to create an optimal
decision boundary between two linearly separable
classes. The optimal decision boundary is is a hy-
perplane which clearly distinguishes the two classes.
SVMs have a constraint that the datasets should be
linearly separable. However, that is not always possi-
ble in real life scenarios. In order to tackle this prob-
lem, a kernel function is often used. Kernel functions
project non-linearly separable data into a higher di-
mension where the data can be linearly separable.
This is known as the kernel trick.

SVMs can only make distinctions in between two
classes. In a real world setting however, there are
multiple classes. In order to deploy a multi-class
problem, SVMs using additional algorithmic proce-
dures such as one against one, one against all and
decision trees to name a few. SVMs can be easily im-
plemented as they are availble in ready made toolk-
its such as WEKA6 and SVMlight7. It must noted
that all terminologies and definations in this section
is based on [21], [16] and [15].

In this paper, we will predict gender, location and
political affiliation of users on social media using
SVMs.

A. Gender

One of the early works to predict user attributes on
social networks is [37]. The authors use only textual
content from Twitter and SVMs to predict gender.
Fraternities and hygiene products were looked up and
the corresponding user content was scraped. To sani-
tise the dataset, network structure such follower, fol-
lowing and follower-following ratios were analysed.
A threshold was set for these ratios and the cor-
responding users who did not meet the constraints
were eliminated from the dataset. This process got
rid of inactive users, spam, celebrity and business ac-
counts. This is a necessary step to exclude bias and
noise. The authors employed human annotators to

6https://www.cs.waikato.ac.nz/ml/weka/
7http://svmlight.joachims.org/
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assign class labels of Male or Female to each user.
Three SVM models were designed. The first model
was based only on stylistic features by splitting the
tweets into tokens using TF-IDF. The second model
was based on n-gram features extracted from textual
content of users. The third and the most interesting
model is a stacked SVM model. The output of the
first two models were fed into the third SVM to make
accurate predictions. One can draw parallels of this
approach with the hiearchial bayesian model setup
in [36] using Bayesian methods. The stacked SVM
model provided an accuray of 72.33%.

In [9], the authors take forward the work presented
in [37]. The authors eliminate the manual annota-
tion step by crawling blogs of users which are listed
in their Twitter description. The assumption is that
users who list a blog on their Twitter description and
maintain it are likely to not be spam. This step not
only reduces cost of annotation but overcomes chal-
lenges of noise intrinsically while annotating. In addi-
tion to the tweet content, the authors have also used
Twitter meta data as features. A high 71.8% ac-
curacy was obtained which improves the benchmark
in previous works using SVMs. The authors however
note that it took about fifteen hours to train the SVM
using a linear kernel.

As of now, all our analysis has been limited to En-
glish text. In [12], the authors propose to extend
our findings in this domain to other languages. On
analysing four languages, the authors conclude that
while in some languages such as French a little fine
tuning can yield high accurate results. In some lan-
guages such as Japanese, current findings fail due to
the extremely different syntax of the languge. The
authors also note that other languages yield features
which have not been discovered in the English lan-
guge. One can argue that features discovered in other
languages can be present latently in English. This ar-
gument rises from the fact that languages evolve from
certain parent languges.

B. Location

The problem of predicting the location of an user

can be defined in two ways. First, predicting the
home location of an user. The user maybe currently
living in any city or even traveling. The goal of the
problem is to determine the home city of the user.
Second, to predict the current location of an user.

In [37], the authors try to determine the home lo-
cation of users based on the dialects of users in north
and south India. The socliolinguistic model yieled an
accuracy of 77.08%. One may argue that the dataset
used is too well refined and represents extreme cases
which made the classification problem trivial. If the
same model is subjected to new data from urban ar-
eas, it may not fare well.

In this paper, we will look at classifying current
location of an user in city level. This attribute is
particularly beneficial as it has the potential to boost
local business who can promote their products at very
cheap costs on social media.

In [11], the authors identify words which serve as
strong indicators of location from just tweet content.
In addition, they apply a smoothing model which re-
fines the location estimate. The idea is to identify
words which can only be used in a very local context.
In [6], the authors put forward a premise that the lo-
cation of an user will be related to their social circles.
Using this approach, the authors even outperformed
IP Based algorithms by using just tweet content and
network structures of users.

In [39], the authors defined the problem of predict-
ing a users location as a classification problem. They
used a SVM classifier trained on publicly available
datasets. Network structures and places of interest
were extracted as features from user content. 62.08%
users were located with a high confidence within 50m
of their location. This is an improvement from previ-
ous benchmark results which only placed 43.61% of
users within 50m of their location. The shift of idea
to formulate the problem as a classification problem
can be said to be responsible for the increase in ac-
curacy.

The premise of locating words in a local context
and analysing the social network structure of user
were extended in [28]. The authors augmented their
dataset with location check-ins on Foursquare. The
authors provide a three step appraoch to the problem.
First, the dataset is filtered and tweets which do not
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reveal substaintial information about city level key-
words are eliminated. Second, a probablistic value
is attached to tweets whose locations are identified.
This produces a list of confidence with which pre-
diction can be made. In the third step, the au-
thors develop a SVM classifer with the aid of tweets
which are already geo-tagged. On passing the prob-
ablistic ranked list of locations developed in step 2
through the classifer, highly accurate predictions can
be made. This approach is similar to [30] where the
authors use a hierarchial filtering process on tweet
content and hashtags.

SVMs are very efficient in differentiating between
classes. Hence, training SVMs using already geo-
located tweets and gazettes formulate very effective
classifiers. In the future, location tags from digital
maps(such as Google Maps) can be used to crawl
their corresponding social media page to obtain rich
information. The use of a hierarchial filtering process
is responsible for placing users withing small radii of
location spans with high confidence.

C. Political Affiliation

The political affiliation of an user is a personal
opinion which is not explicitly stated on any social
media platform. The opinion is also subject to change
over time. Our efforts would be to predict the current
political affiliation of users on social media. We can
accurately predict this opinion because users tend to
generate content aligned to their belief systems. The
basis of political affiliation in turn is based on one’s
belief system.

In [20], the authors use blogs to predict political
sentiments. The authors approach the problem by
locating topics in blogs which could hint at the blog’s
political alignment. A similar approach is made in
[37] on Twitter data. The authors scrape users and
the content generated by them using topical keywords
and hastags aligned to Democrats and Republicans in
USA. n-grams extracted from user generated content
was used to train SVMs. The SVM model trained on
these n-grams yielded an accuracy of 82.84%.

One can argue that the dataset used in [37] is very

generalised. Users affiliated to any political party
might also speak about a range of other topics. Us-
ing only user tweets to train a classifier might make
the distinction between topics fuzzy. In addition, one
must note that this dataset was annotated manually
and thereby may only span a very small range of top-
ics.

In [13], the authors suggest a differnt approach. In-
stead of training the classifier by using only tweets of
users, they train the classifer based data from hash-
tags. The authors discover political hashtags using a
discovery algorithm from two seed hashtags. In this
dataset, they identified users with the largest net-
work reach. These users were manually annotated to
be either democratic, liberal or ambiguous. The au-
thors use TF-IDF to extract unigrams. For the sake
of comparision, they build two SVMs. One SVM is
trained using only content from a select number of
users. In the second SVM they only use features ex-
tracted from hashtags. While the SVM trained on
textual content yielded an accuracy of 79%, the one
trained on hastag data yielded an accuracy of 90%.

The reason of this improvement can be from the
fact that hastags contain very rich topical informa-
tion which describe the corresponding class labels.
Therefore, the features so obtained are very distin-
guishing from each other. Similar approaches and
findings have been made in the field of biomedicine.
Researchers trained classifiers based on a description
of topics and not the full textual information itself
[29].

SVMs provide with highly accurate results when
predicting political affliations with respect to a spe-
cific country(in this paper, USA). However, if we try
to generalise political affiliation prediction for mul-
tiple countries, SVMs may have problem in scaling
the scope. In such situations, unsupervised cluster-
ing algorithms maybe better suited. In recent works
of analysing political enviornments, clustering algo-
rithms have been used in conjuction with hashtags
and sets of websites whose political affiliations are
known [13]. Researchers have also used Gradient
Boosted Decision Trees(GDBT) to predict political
affiliations [34].
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From this section we can conclude that the advan-
tage of SVM lies in the fact that it can be easily
implemented with the aid of readily available toolk-
its. The kernel trick can make data linearly separable
very easily. In addition, SVMs are fairly generalised
and can be extended to various geographies and lan-
guages with a certain amount of fine tuning.

7.3 Label Regularisation

Up to now, we have seen two data mining methods
which has been championed over the years. In this
section, we will look at a fairly recent method known
as Label Regularisation. Using this method, we will
try to predict political affiliation of users.

In [31], the authors propose a new approach for
prediction models with unlabelled data known as ex-
pectation regularization(XR). A type of XR in which
some data is labelled in the entire dataset while the
majority is not came to be known as Label Regu-
larisation. This is semi-supervised approach. One
may draw parallels of this approach with the meth-
ods we have used earlier in this paper to predict loca-
tion and political affiliation using census and gazette
data. However, the approach seen earlier in the pa-
per uses the data in the form of a dictionary. In case
of label regularisation, our goal would be to deploy
learning mechanisms so that the unlabelled data can
learn from the labelled data and make predictions
accurately.

The first step of label regularisation is to define a
set of constraints over features of labelled data in the
dataset. Having defined the constraints, we draw a
probablity distribution over these constraints. The
next step is to define an probabilistic objective func-
tion which tries to place unlabelled data points on
this distribution to infer a label. This deduction of
a label using an objective function is esentially the
prediction of the new data point.

In [2], the authors collect labelled data from Twit-
ter from verified accounts of politicians. Constraints
are defined over county, first name of user and fol-
lower(of other users or hashtags). To enumerate on
these constraints, the authors report that democrats
are likely to follow accounts or hastags such as “leg-
edems, dennis kucinich, sensanders, repjohnlewis,

keithelli- son, #p2”. Republicans are likely to fol-
low “gop, nrsc, the rga, repronpaul, sen- randpaul,
senmikelee, repjustinamash, gopleader, #tcot”. The
task of the constraint function is to place users who
follow a certain set of constraints on an appropriate
position on the probablity distribution. When a new
data point is subjected to the objective function, it
approximates the position of the data point on this
very probability distribution. The class label of this
approximate region is the label to be predicted. The
authors also propose algorithmic search routines to
find the appropriate position of data points on the
probablity distribution. The improved-greedy search
procedure proposed by the authors produces an ac-
curacy as high as 79.5%.

This approach is further developed in [3]. The au-
thors assign weights to labels and propose to arrange
them in a hierarchial fashion. This in turn optimises
the search routines which locates an appropriate po-
sition on the probablity distribution. In addition, it
also make the previously proposed algorithm scalable.

One may argue about the existence of noisy and
biased labels in this method. In [4], the authors pro-
pose an approach to use these erroneous labels to our
advantage. In fact, in [2], the authors show that even
if we ignore noisy labels, the method yields accuracies
competitive to standard supervised approaches.

Label Regularisation overcomes a huge step in the
process of data mining - annotation of data. This
step is not only expensive in terms of human labour
but also time consuming. It may also be subject to
biases leading to erroneous predictions. In addition,
this method yields highly accurate results. The merit
of this method lies in the fact that it uses a very small
proportion of labelled data to learn and predict labels
of unlabelled data in the dataset.

8 Sociological Aspects of Min-
ing Personality Traits

Mining social networks for personal data of users has
its advantages. However, there are concerns that
must be addressed to ensure that this powerful tool is
not abused. Privacy of users is of prime importance.
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Recently, there have been reports that personal data
of users shared with thrid party organisations has
been abused. [26] [38]. The EU General Data Protec-
tion Regulation(GDPR), has put forward strict laws
to ensure privacy of users 8. However, the challenge
remains in the implemenation of the same.

We have also seen the important census data to ac-
curately predict personality traits. While this is true,
census data can be the cause of identity theft and
even raise concerns about national security. Aadhaar,
a digital census programme in India which contains
personal information and biometrics of citizens was
recently subjected to secuity concerns [17]. The Aad-
haar initiative helps organisation easily access digital
records of citizens. Security and ethical concerns lurk
over this programme.

In addition to security concerns, researchers have
also raised concerns over the ownership of data. It is
believed that while only a small section of the society
owns data of a larger section of the society, inequality
between different socio-economic classes is bound to
drive up.

Correct and inclusive digital representation of all
sections of the society is important. Only then can
the ground truth be easily represented in form of
datasets. The classification of gender is always con-
sidered as a “binary classification problem”. In a
real world scenario, gender is far from being a binary
variable. It is in fact, a spectrum. Social media palt-
forms do not allow users to mention any other gender
than male or female. In addition, researchers have
not annotated datasets manually with a spectrum of
genders.

Data mining methods to predict political affiliation
of users have been subject to scrutiny. Elections held
in the digital era are believed to have been swayed
by using data mining tools to convinve individuals to
cast their vote for specific parties.

Prediction of personality traits using social media
is a very powerful tool. Improper regulation or misuse
can lead to a society in disarray. Popular television
series Black Mirror 9, theorises of a dystopian society
caused by the ill effects of technology.

8https://www.eugdpr.org/
9https://en.wikipedia.org/wiki/Black_Mirror

9 Conclusions and Future
Work

In this paper, we have presented three data mining
methods which can very efficiently predict person-
ality traits of users. Using these methods, we have
predicted gender, ethinicity, location and political af-
filiation of users.

We have shown how Bayesian methods are efficient
in predicting gender and ethinicity. We have also
modeled a special case of the Bayesian method known
as hierarchial Bayesian method. In the hierarchial
Bayesian method, we augment the original dataset
with census or gazette data. This produces high ac-
curacy predictions using small datasets. We have also
shown that Bayesian methods are not the most op-
timal methods for predicting gender. However, it is
very efficient as it can be easily implemented unlike
other methods which have certain constraints in their
implementation techniques.

Support Vector Machines(SVMs) have been used
to predict gender, location of user and political affil-
iation. A reverse approach where data from hastags
and checkin locations on platforms like Foursquare
have been used to predict location and political af-
filiation with high accuracy. A similar approach to
the hierachial Bayesian model known as the Stacked
SVM has been used. SVM is a powerful method as
multiple tookits are readily availble for implementa-
tion. In addition, non-linearly separable data can be
linearly separated using the kernel trick very easily.

Bayesian methods and SVMs have issues with re-
gards to scalability. In addition, the cost of building
an annotated set of data is very high. To tackle these
issues, we discuss a semi-superivsed approach known
as Label Regularisation. We use this method to pre-
dict political affiliation of users. The noveltly of this
method lies in the fact that it uses a small proportion
of labelled data to assign labels to unlabelled data in
the dataset. Challenges of data mining such as noise
and bias can be easily tackled using this method.

There are various issues that remain in the domain
of predicting personality traits. Future work in these
domains can prove to be beneficial for the field of
web mining at large. First, methods discussed in this
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paper are very specialised to suit a particular con-
text. Efforts have been made to show that SVMs
can be generalised to a certain extent in terms of
non-English text for predicting gender. We propose
research focus on developing generalised methods in
the form of frameworks encompassing large geograph-
ics and native languages.

Second, the usage of personality traits in form of
features can yield higher prediction rates. For exam-
ple, ethinicity of a user can help us predict their lo-
cation. In turn, location can help us predict political
affiliation. This transitive property can be beneficial
to deduce traits which are not easily inferred using
traits which can be easily inferred.

Third, social media offers us a rich repository of
multimedia content. Images, videos and gifs are
posted in plenty by users. Multimedia content anal-
ysis can be beneficial to predict attributes such as lo-
cation. In [44], the authors determine location of im-
ages on Flickr. The same premise can be extended to
determine location of users from shared images. The
rich information embedded in multimedia content can
determine complex traits using semi-supervised and
unsupervised methods.
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